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Abstract—Software defined network deals with splitting of 
infrastructure layer from control layer which enhances the 
programming capability, flexibility, malleability and manageability 
of the network. This survey concerns about scalability issues in SDN 
which includes modification of hardware and software of networking 
devices and basic centralized architecture of SDN. We also give some 
light on scalability evaluation of different models of SDN. So, we 
conclude that by distributing control/intelligence over multiple 
controllers scalability of network can be increased. 
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1. INTRODUCTION 

Software defined network[1-3] is a new emerging technology 
in the field of networking in which programs written in high-
level languages like C, java, ruby, Perl etc for control plane by 
the network administrator are used to control the behavior of 
whole network. 

Even though the traditional network is fully developed, it is 
unable to fulfill today's network requirements. There is no 
such a big change in this network, since 1970. The reasons for 
the need of this technology is as follows[4-5] 

1. Change in traffic patterns 
2. Complex network operations and management 
3. Intelligent system which control behavior of lots of 

network devices 
4. Increase in amount of data i.e. big data  

 
In spite of having lots of benefits over traditional network like 
flexible, adaptable, manageable, cost effective(in terms of 
time), scalability of SDN is a big issue i.e. centralized nature 
of control plane is not friendly with the growing 
organizational network. 

There are various factors which affects the scalability of SDN. 
They are 
1. Processing power of controllers and forwarding devices 
2. Capacity of memory/buffer 

3. Placement of controllers in the network  
4. Latency/delay between controllers and network devices to 

transfer packets 
5. Traffic in the link 

 
In this paper, we focus on challenges in SDN to scale-up the 
network and their proposed solutions. For this, we get that 
scalability of SDN can be enhanced by resolving the 
scalability issues of data plane and control plane. The rest 
paper is organized as follows. Section 2 discusses History of 
SDN. Section 3 focuses on Scalability issues of data plane. 
Section 4 focuses on hierarchy of SDN models and their 
scalability issues and finally section 5 has conclusion of paper 
with future work. 

2. HISTORY OF SDN 

The SDN has a incredibly long history but it is a recent 
concept in the field of networking and research. It depends on 
the concept of three existing network technologies i.e. 
programmable/active networks, centralized networks and 
network virtualization.  

In active networks[6], each and every node has the capability 
to do computations and modifications on the content of the 
packets. It supports packet downloading and some tiny 
programs are appended in that packet then both are 
encapsulated in frames which are transmitted and processed at 
every node of the network along with their route. 

The centralized network[7] has the concept that the server on 
the middle of the network controls and monitors other devices 
present in the network in the same way controller control and 
monitor the forwarding plane by providing services from the 
management plane. 

The main idea of virtual networks[8] is to represent one or 
more logical network topologies on the single network 
infrastructure. It creates logical/virtual networks that are 

mailto:smriti.bhandarkar@gmail.com�
mailto:2gyanamudrabehera@gmail.com�


Smriti Bhandarkar, Gyanamudra Behera and Kotla Amjath Khan 
 

 

Advances in Computer Science and Information Technology (ACSIT) 
Print ISSN: 2393-9907; Online ISSN: 2393-9915; Volume 2, Number 1; January-March, 2015 

82 

decoupled from the underlying network hardware to ensure 
the network can better integrate and support increasing virtual 
environments. In virtual infrastructure, NV(network 
virtualization) can be used to create virtual network and this 
enables us to support the complex requirements in multi-
tenancy environment. For example, it isolates network traffic 
in zones/containers. Tempest[9] is the first network 
virtualization project in which several switchlets runs on the 
top of the single ATM switch and share the same physical 
resources. 

The concept of splitting infrastructure layer from the control 
layer[10] e.g. RCP[11] makes it different and more flexible 
from the traditional network ForCES[12] and OpenFlow[13] 
are the communicating protocols between control plane and 
forwarding plane. By using these protocols the controllers 
dynamically modifies the flow table entries in the flow table 
of the forwarding plane by adding , deleting and updating the 
flow entries. 

The ONF[14] is the open source consortium which promotes 
the adoption and concepts of SDN by developing the 
OpenFlow protocol as standard protocol to communicate 
between the control plane and data plane(currently released 
version 1.4.0). 

3. SCALABILITY ISSUES OF DATA PLANE 

In the infrastructure layer, scalability is enhanced by 
modifying the hardware and software of the network or 
forwarding device means it depends on memory size and 
processing speed of CPU. 

Kannan et al.[15] works on TCAM flow table size and power 
dissipation. They proposed the compact TCAM in which flow 
entries in the TCAM are replaced by shorter flow-ID and a 
field flow-ID is added/modified in the packet header. The 
controller contains a new special table known as flow-ID table 
to store the ID of various flows in the network. 

Narayanan et al.[16] modifies the hardware of the switch by 
using multi-core programmable ASIC's and its architecture by 
using a high-speed bus and splitting the forwarding path into 
TCAM-based and software based path. This enhances the bus 
speed between on chip CPU and pipeline. 

Lu et al.[17] uses the well equipped switches having powerful 
CPUs and DRAM (in GB) to setup an internal link having 
high bandwidth between ASIC and CPU. 

Tanyingyong et al.[18] proposed a lookup procedure (software 
based) which used standard NIC and having cache flow table 
entries on that network interface card(NIC). 

Luo et al.[19] proposed an OpenFlow switch algorithm which 
enhances the lookup procedures in the switch and CPU power. 

Kang et al.[20] prepared an algorithm for the rule replacement 
in the controller which distributes the forwarding polices 
throughout the network and also update the flow table 
dynamically with the new flow entries. 

4. HIERARCHY OF SDN AND THEIR SCALABILITY 
ISSUES 

The SDN has centralized and decentralized architectures.  

 

4.1. Centralized Model 

In this architecture, the network intelligence i.e. control plane 
is centralized which means the single controller has the global 
view of network and it handle whole network as shown in fig. 
2. 

 

Devoflow[21] has the centralized architecture, it reduces the 
traffic i.e. flow requests and statistics between control layer 
and infrastructure layer by cloning rules, triggers and 
sampling. Shorter-flows are handled by data plane and 
important-flows are transferred to control layer, it reduces the 
traffic going towards the controller and enhance scalability. 

 Zuo Qingyun et al.[22] works on centralized architecture to 
increase the scalability of the network by reducing network 
traffic, for this they provide intelligence in the switch to 
handle the redundant packet-in messages and collects the flow 

CONTROLLER 

SWITCH SWITCH SWITCH 

Fig. 2: Centralized control plane. 

SDN 

CENTRALIZED DECENTRALIZED 

VERTICALLY 
DISTRIBUTED/ 
HIERARCHIAL HORIZONTALLY 

DISTRIBUTED 

Fig. 1: Hierarchy of SDN. 
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statistics from the data plane by using statistics server and 
sends a summarize report to the controller. 

FlowVisor[23-24] is a special OpenFlow controller behaves 
like a transparent proxy running between switches and 
multiple controllers. It manages many controllers by slicing 
the network resources and tell one controller to control and 
monitor its own slice. 

4.2. Decentralized Model 

control plane splits between a number of controllers. The 
network is handled by two architectures 

1.  Horizontal ly  d is tr ibuted control  p lane 
2.  Vert ical ly dis t r ibuted control  p lane 

 
4.2.1. Horizontally Distributed Control Plane. Multiple 
controllers with comparatively equal capabilities control the 
whole network as shown in fig. 3. 

In this architecture, single controller has the topology 
information of switch connected to the controller and the 
neighbor controller (local view) or the image of the whole 
network (global view). The controllers communicate with each 
other by using east-west bound interface. 

 

Onix[25] has distributed control over the network. There 
exists some general API to access the network state distributed 
over the onix instances. 

Hyperflow[26] takes the advantages of centralized control 
plane and gives the authority to all the controllers to share the 
same network wide view/global view and locally process the 
requests without disturbing any other remote node. 

4.2.2. Vertically Distributed Control Plane. In this 
architecture, controllers/switches are arrange in a hierarchical 
level in which lower level sends network information to upper 
or higher level. 

kandoo[27] has the hierarchical structure of two level as 
shown in fig. 4(a) in which the root controller manages those 
applications which require global view of the network like 
load balancing, routing etc and acts as a mediator between 
local controllers for co-ordination. 

DIFANE[28] has the hierarchical structure as shown in fig. 
4(b). Switches in the first level has the intelligence to manage 
some of the messages which makes it more scalable than 
architecture shown in fig. 4(a). The network administrator has 
the power to forward, modify, drop and measure the traffic on 
the switch. It works on two basic ideas 

1.  Distr ibute the  ru les  over  the  author i ty  
switches .  

2 .  The controller  par t i t ion the ru les  according to  
the par t i t ion algor i thm.  

 

 

PALETTE[29-30] follows the ideas of DIFANE and uses pivot 
bit decomposition method and cut based decomposition 
graphical method to partition the flow table. Then, the 
minimized flow tables are distributed over the network to the 
different authority switches. To check the minimization of 
flow table they use Rainbow path coloring problem.  

R-SDN[31] has a vertically distributed control plane. Number 
of network/forwarding devices on each layer increases 
according to the Fibonacci series as the idea keep in mind that 
series increase like branches of a tree (spanning tree) with no 
loop. They manages the network by using Fibonacci heap 
ordered tree for load balancing and routing. The algorithm is 
solvable in polynomial time and gives less response time as 
compared to the traditional network.  

CONTROLLER 

CONTROLLER CONTROLLER 

SWITCH SWITCH SWITCH 

Fig. 4(a): Vertically distributed control plane. 
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Fig. 3: Horizontally distributed control 
plane. 
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5. SCALABILITY EVALUATION OF DIFFERENT 
MODELS OF SDN  

Jie Hu et al.[32] proposes a metric which evaluates scalability 
of different models of SDN i.e. centralized control plane, 
vertically distributed/hierarchical control plane and 
horizontally distributed control plane. 

They define scalability of controller contains number of nodes 
varies from 𝑁𝑁1 to 𝑁𝑁2 as follows 

𝜑𝜑(𝑁𝑁1 ,𝑁𝑁2)  =  𝐹𝐹(𝑁𝑁1)
𝐹𝐹(𝑁𝑁2)       (1) 

where, 

𝐹𝐹(𝑁𝑁1) and 𝐹𝐹(𝑁𝑁2) ≡ productivity of control plane having 
nodes 𝑁𝑁1 and 𝑁𝑁2 respectively 

Productivity[33] of control plane is defined as 

𝐹𝐹(𝑁𝑁)  =  𝜑𝜑(𝑁𝑁)  ×  𝑇𝑇(𝑁𝑁)
𝐶𝐶(𝑁𝑁)      (2) 

where,  
𝜑𝜑(𝑁𝑁)  ≡Throughput of  control  plane for  processing  
network requests  
𝑇𝑇(𝑁𝑁)  ≡average response time for each request 

𝐶𝐶(𝑁𝑁)  ≡ cost of deployment of control plane 

𝑁𝑁 ≡ Number of nodes in the network 

 
They proposed three theorems in which they find the 
scalability of different models of SDN and proves that 

vertically distributed control plane is more scalable than the 
other models but they also proves that as the distance between 
network devices increase the scalability of every model or 
architecture drops due to delay in packet transfer in the 
network which is explained in the controller placement 
problem[34]. 

Syed A. S. et al.[35] gives the guidelines to modify the design 
of controller to scale up the network. They do performance 
evaluation on four controllers floodlight, maestro, nox and 
becon based on latency and scalability of thread by 
continuously sending packets to the controller and calculating 
response time per second for different number of threads and 
switches.  

6. CONCLUSION  

By this study, we conclude that SDN is easy to program, 
manageable and less complex as compared to the conventional 
network but the basic centralized nature of SDN is bottleneck 
for scalability of this network and it can be enhanced by 
decentralizing the control plane and modifying hardware and 
software of forwarding device and controller for load 
balancing, routing, traffic engineering etc. We further works 
on placement of controllers in the network so as to get 
maximum throughput and efficiency with less cost. 
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